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JH: This is John Harvey. I’m at the Medical College of Pennsylvania at Hahnemann University, and I’m interviewing Peter B. Dews* tonight, from Harvard University. I think it’s going to be an interesting interview, Peter. I thought we’d start out by you telling me something about how you got from, what I gather, was medical school, somewhere in Britain, and ended up at Harvard.

PD: Well, after I got out of medical school, I wanted to go into either physiology or pharmacology and it turned out to be pharmacology. I did a hospital job and I went straight back into pharmacology. It so happened, that one of the principal interests in the department at the time was marijuana. There had been a lot of interest in the late thirties in the active constituents of marijuana. There were synthetic compounds, with marijuana-like activity, and there were also extracts of the plant. And the mystery was that we knew that in the extracts of the plant there was a large amount of inert material, cannabinoidol and things of that kind, but yet milligram for milligram, it was as potent as the best of the synthetic compound. So we knew there was some good stuff in the right oil. They were working on it, and so I got involved in studying it. It was a very intractable problem. The methods were not available for doing anything quantitative with it, to do a decent assay. In fact, the most accurate assay that we had was for people to take a little of it, compare thirty milligrams of this with thirty milligrams of that. There was a rapid corneal anesthesia assay, which did not work. There was also, a dog ataxia assay, which also did not work, so it really was difficult from the point of view of guiding the development of drugs from the marijuana series or anything of that kind. They’re basically useless. But my curiosity was aroused by the problems of dealing with an agent which doesn’t do anything except affect behavior. Tetrahydrocannabinol, the active ingredient of marijuana, is the extreme example of a drug that does nothing else. It has no toxicity. It’s less toxic than sodium chloride put into the mouse. So that’s how I got started in pharmacology and that’s why, from the very beginning, I had an interest in behavioral effects of drugs.

JH: Well, you went from that straight to Harvard, then?

PD: Oh, no. After I’d been in Leeds, where I’d been in medical school, and in pharmacology for about a year or year and a half, I was offered a position as a Wellcome Research Fellow, in the Wellcome Research Laboratories, in Tuckahoe, New York. It was a two-year Fellowship. I was young and single and two years in New York sounded like the thing to do. In fact, it was. I had a good experience there. There was a very fine Director of Pharmacology, called E. J. De Beer. I got along very well with him and I got to know people like George H. Hitchings and Trudy Elion. They were in sort of the next room. I had good colleagues and I had a good experience. While I was there, I had been looking at antihistamines. Before I came over, I’d been to see Bernard Halpern and Daniel Bovet in Paris. They were the people that developed the first clinically useful antihistamines, and I’d been working on antihistamines in Leeds.

After I’d been in Tuckahoe for about a year, I got a letter from Halpern saying he was coming to the United States. He was going to land at Idlewild, and he was terrified of the journey from Idlewild to Manhattan because he’d heard there were cowboys and Indians, and fights going on among the buses on the roads, and things of that kind. “Would I come to Idlewild,” he asked, “and convey him safely to Manhattan?” and I did. It turned out that one of his reasons for coming to the United States was to give a Mayo Foundation lecture. There was a meeting of the American Physiological Society, half in Minneapolis and half down in Rochester, Minnesota, at the Mayo Clinic. And it ended up with Halpern and I driving to this meeting for him to give his Mayo Foundation lecture. His host at the meeting in Minnesota was a man called Cole, Charlie Cole, who was an important figure at the Mayo Foundation. Just in the first evening I met him, he said, rather casually, “Would you like to come out here for awhile?” And I said, “Yeah.” I thought it might be very interesting, so I went back to Tuckahoe and said, “Well, instead of staying two years, I’ll stay one year and go out to Mayo.” And they were outraged. They said, “You said you’d come for two years; you’re going to stay for two years.” So I talked to Cole and said, “Can I come out a year later?” He said, “Sure.” “But I want to come just for a year.” And he said, “No, you’d better come for three years”. And, we went backwards and forwards, and in the end they said, “Okay, you can come for a year.” I stayed three years, and I was recruited from there by Otto Krayer, who was Head of Pharmacology at Harvard.  He knew Will Wood, who was at the Mayo in Rochester, and he gave him my name. Wood had worked in Krayer’s lab. Krayer was looking for a pharmacologist who was interested in CNS, and I had really done very little work on CNS. I’d done a little at Boswell Chemicals on motor activity in mice, but it had not really been my main activity. But he recruited me anyway, and I went to Harvard in 1952 as an instructor and found the environment and colleagues and support just better than I could imagine. I never had any inclination to leave, and still don’t. 

JH: Well, there was only about three years’ time, then, between the time you arrived at Harvard in ’52, and you published what’s considered to be the seminal paper in the field, “Studies on Behavior” in 1955. 

PD: Yes, actually, I got started even sooner than that, because when I arrived at Harvard in January 1953, Krayer said, “There’s a man over in the department of psychology called Skinner who’s been in contact with me, and he says he’s developed techniques that he thinks will be useful in pharmacology. There’s another man in the department, a Rockefeller Fellow for a year, who is interested in seeing effects of drugs, called Peter Witt.” He became quite famous from his work on spiders and quantitative work on a variety of agents, in fact, in the web building of spiders. He went back home, and then he came back to this country and ended up in North Carolina. But, anyway, Krayer had this letter from Skinner, and he said, “What are they doing? See what the man is talking about.” So Peter Witt and I went over to Cambridge, and I’m ashamed to say that I was not aware of Skinner or his work. I’d never had any contact with psychology. B.F. Skinner was very cordial and chatted for a few minutes, as was his way, then he turned me over to a man called Charles Ferster, and said, “Charlie will show you around the lab.” Charlie was an enthusiast and he showed me around the lab, and it was very apparent to me, from the moment I stepped into the lab, that the techniques were of great interest and the main reason was that they were familiar. When people have talked about looking for the effects of marijuana, looking for behavioral effects of drugs, people would talk about a whole variety of things that generated information which was of an unfamiliar kind. Let me explain. In those days, a great deal of the classical pharmacology of the cardiovascular, respiratory, you name it, systems involved, the recording of events as for example, contraction of smooth muscles, usually on a smoke drum. The smoke drum would revolve and there would be levers and strings attaching and a tracing would be made on the drum. I was very familiar with dealing with information which came in the form of automatically made graphs in real time. And, in fact, I’d worked with droplet calls, for example, where you used to profuse rabbit ears and count the drops coming out.

Now, the lab that Charlie Ferster was showing me around was just full of recorders, recording in fact the pecking of pigeons. It was exactly along the lines that I was familiar with in physiology and pharmacology. It was immediately appealing as a method of studying behavioral effects of drugs. It was in the context of the pharmacology I was familiar with and it was love at first sight. Charlie was very enthusiastic. He was a very generous sort of person and he’d dug up some operators, so, for a week or two I used to go over there every day and we’d give a few drugs to the pigeons to see what they did, and then it was very apparent, from the very beginning, that things were happening. Now we could see them in the record.  He managed to get some spare operators, which I took over to the medical school, a distance of about four or five miles. He gave me a lesson in real electricity and he gave me a whole lot of operators for pigeons. I didn’t really want to work with pigeons, as they were quite unfamiliar, but that was what I got and that was all I had and, so, it was certainly a way of getting started. And he was a constant source of strength and help on the other end of the telephone. We used to have weekly Friday afternoon meetings, in which everybody took their part and I became part of the group very quickly. It was apparent from the very beginning that I was getting interesting results by injecting a variety of drugs. I started with phenobarbital. It’s a nice short acting drug. You can give it every day without there being any tolerance or any change in its effect, and that made it possible to generate a dose-effect curve, and in fact, as early as that fall, I gave a paper at the meeting of the American Society of Pharmacology and Experimental Therapeutics, but it took me a little while to get around to actually writing a paper. The Journal of Pharmacology and Experimental Therapeutics was very particular about their papers.

JH: We still are. Did you have a hypothesis behind this, or some sort of guesses that led you to this distinction between the effects of schedules and drug interaction with that?

PD: No, I’ve never generated hypotheses. I followed Isaac Newton to not make hypotheses. I’ve been associated with and watched closely some of the most distinguished physiologists and pharmacologists of the generation, at work. I was in Gaddum’s lab, and Feldberg was at Harvard for a time. I’ve known John Vane, closely, since he was a graduate student. I was across the corridor from Hubel and Wiesel when they were doing their classical work. I worked with Wiesel. None of these people were hypothesis-driven. It was always much more of, I wonder what will happen if we do this, if we introduce, if we manipulate this situation. Get a situation under a bit of control, so you will know what will happen if you don’t do anything and you’ve got a good baseline, then intervene. I wonder what will happen. I wonder what will happen if you close the eye of a kitten, or I wonder what will happen if you perfuse these tissues with blood and stimulate nerves in another part of the body, as John Vane did. I think that in this field of science you find that most people are not hypothesis driven. I think that it’s also true that statistics has very limited use in this sort of work. If you look at the classical papers of Dale, of Gaddum, of Feldberg, of Vane, of Hubel, of Wiesel you find a great paucity of statistics. I think, in this type of work, the best that statistics can do for you is to prevent you from thinking you’ve got something real, when it really is well within the limits of standard variation. I don’t think you can prove that anything is there, no matter what your level of significance. All a high level of significance tells you is that it’s not a random process, not to say that it’s got anything to do with what you’re doing. It could be something entirely different. So I think that hypothesis work and statistics played a relatively small part. I spent a year and a half of my life, in Rochester as a statistician. I’m not making a blanket condemnation of statistics. I think that there are important statistical problems, but they tend to be statistical problems and epidemiological problems, problems of that kind, very rarely experimental problems. I can really think of only one and that was Bernard Katz and his miniature end phytoderm series, and that was an application of statistics that was crucial and entirely appropriate and essential for the case, but it’s the exception that proves the rule, I think.

JH: So, your feeling was more that if you could establish experimental control, then, you had, essentially, bypassed any use for statistics?

PD: You’ve got to be able to make a convincing case, I think, without statistics and, then, you may have to do some statistics to show that your convincing case is not fooling you.

JH: Right.

PD: But, the case has got to remain on the development of the experimental results themselves.

JH: Okay, so given that answer to the question of what were your hypotheses, I think you have a goal that you were striving at, too. Was there something that you were hoping to uncover, some general rules of drug action or certain classes of drugs, whether they were therapeutic drugs or something like that?

PD: It’s very difficult to say anything more specific than that we were looking for things that made sense. The drugs that we used for psychotherapeutic purposes, I expected to have something in common in their pharmacology in pigeons and, later, in monkeys. But with the phenothiazines, for example, when they started to use them in psychotic disorders, I expected there would be similarities in their effects in a variety of species and, indeed, there were. I looked for generalizations about what one could say about the pharmacological effects of amphetamines. Amphetamine was a drug that was very reliable in its effects and very similar in a variety of species, and it gave one confidence that one was dealing with results of generality, and I was trying to make sense of it. I had to look at it for a coherent picture, rather than any particular theory at that stage of the game, and I still do to some extent, not necessarily having any neurological basis for what the effects were. I think that the situation has changed enormously in thirty years, enormously for the better. I think that most of the neurologizing in the fifties and before was largely gratuitous and just fooled people into thinking they were studying something which they really weren’t. And, you know, I’m hopeful that we must keep going along these lines. I’m not happy with the state of affairs at the moment.

JH: Would you like to expand on that?

PD: Well, I feel as though it’s very common in any branch of science that you have a period of tremendous revolution, the development of methods, a lot of people working in the field, and the field transforms itself in the space of a dozen years. And, then, somehow it sort of plateaus for awhile and people go on trying. You can’t expect to keep that feverish pace of discovery forever and ever. Physics has had its periods; science has had its periods. I think that behavioral pharmacology has had a couple of spurts of extreme productivity and extreme change. I have a feeling that, at the moment, it’s a little plateaued. I suspect that we need a discovery, in an unrelated branch, maybe, coming out of the neurochemistry or something of that kind that will start it off again on a new golden age, but I don’t know what that’s going to be.

JH: Well, in looking back, could you summarize what you might think of as your important contributions, at least as far as they affected you, that you feel were important  for yourself or for the field?

PD: I think, without a doubt, the recognition that there was something that Skinner and Ferster called schedules that could control long sequences of behavior for long periods of time. And, even though this was a purely psychological behavioral device, if you will, it had the biological power to affect a purely biological, biochemical intervention such as giving a drug. I mean, even though it was not, primarily, a biological intervention, it had biological implications as was shown by the schedules being able to differentiate the effects of drugs. I still think this is an extremely important concept.

The appreciation of the power of schedules is still far from generally recognized as I think it should be. I think that a great number of daily human activities are basically schedule controlled, and they take place in the sequence they do and at the time they do and the intensity they do, because they are scheduled for the day. And I think that if we had some notion of how that was working, that might produce another golden age, not only in pharmacology, but also in behavioral science. These things go on over very long periods of time, you see. I worked with monkeys on twenty-four hour fixed intervals, for example. The whole twenty-four hour period is controlled by a single schedule. We’ve not any notion, whatsoever, of what the sort of new physiological process is that’s involved in these extended time effects of schedules, no notion. We’ve no more notions, I think, than we had twenty-five years ago, and that’s disappointing. It’s learning, in a way, of course. It’s learning, in the sense that it’s through the operation of the schedule. The subject has got to go, quote, “I’ve been learning constantly where they are in the sequence”; otherwise, it’s controlling the sequence of behavior, so, they’ve got to learn where they are. I think a lot of people think of learning as being something that most of the time you are not doing. Occasionally, you sit down and learn something. I don’t see it that way at all. I think it’s much more like writing continuously on a magnetic tape, and, then having some sort of process whereby the recording fades but is not obliterated, and if you record on the tape according to a schedule, regularly, over a period of time, then it becomes very firmly entrenched. I’ve got to believe that’s molecular. I don’t think it’s primarily synapses. You’ve got to be writing something on a polymount and whether it’s a protein or a nutrient, I don’t know, but I think when somebody gets a notion of how the information is recorded, it could be a discovery that will have the same sort of effects as discoveries we’ve already had.

JH: You think, then, that the scheduled reinforcement is actually affecting the molecular biochemistry of the brain?

PD: Oh, absolutely. I think it’s putting blips on the molecular coding of information, absolutely. And, I think it’s also read back in a timely fashion so as to allow the schedule to control right or wrong sequences of behavior. This is purely speculation. Call that a hypothesis, if you will.

JH: i think I caught you on that one.

PD: I just can’t conceive of it not being a polymount…
JH: The other sort of area that came out of your interest in the various schedules was the rate dependency hypothesis. Would you like to talk about it and how you feel which way it’s going?

PD: I think that was simply a way of saying something about how schedules could control the effects of drugs. It started at a very modest sort of way. There were people who were studying behaviors in an animal that were clearly of different strengths, in the sense, that if we’d been doing it with a pigeon or a monkey, we would have said they had different rates. So you’d have an animal that would have this high rate under one set of circumstances, and then you’d introduce some variable, something to do with an electric shock, for example, that would change that rate. Everything else is the same. The subject is the same and the response is the same, but, now, you have two different rates. People would say, we’ll put a drug in and they got a differential effect on these two components of behavior and they’d say, “Ah, ha, the drug is affecting the shock or it’s affecting what the shock is doing to the animal”. And I started by saying, “The simple fact that the subject is looking at different rates is, in itself, enough to occasion the difference in the effect of the drug”. You must not jump to the conclusion that it’s what you thought you were interested in. You’ve got to do a control for the rate, for the dependence of the effect of the drug on the rate of response itself. And that was a negative sort of thing at the time. It was an objection to people jumping to conclusions that I felt would have affected it. But, the more we looked around, the more instances we saw where over large ranges of different rates, one saw orderly relations in the effects of drugs. A lot of workers don’t know amphetamine; amphetamine was a particularly good example, and it seemed to have great generality across species, across different types of response, and it was the first sort of generalization that we had. I don’t think one ever thought that the rate itself was an independent variable that was doing this, but it was something that whatever it was that was controlling the rate, it was affected by the drug, and we never got very far in identifying what was back of it. But it was useful. You got such nice graphs.

The other thing that I think was, not my own contribution, but it came out of the lab during those years, was the manipulation of the electric shock, the use of it in such a way that it was a reinforcer, that you could maintain indefinite amounts of response and the only constraint was the occasional administration of a shock that we know was noxious because it would knock other behavior clear out. I think this is the importance of this line of work, which was developed, primarily, by Moss and Callahan. I think the importance of this is still not being recognized. There’s a very strong tendency in the field to think that a positive reinforcer must have an effect on a positive reinforcement in a particular part of the brain. The fact is that you can get exactly the same sort of schedule control with a sharp wallop to the tail as you can from an electrode in the “rewarding” part of the brain and I don’t think the full indication of that has really been appreciated in the field as yet. Sooner or later, it’s got to be recognized, and people have got to reconcile their findings and their ideas with it. It is not a little gimmick; it’s not a little trick. It’s been seen in too many species by too many people under too many circumstances, and I think, again, it’s something that we should be learning about, not trying to brush under the table.

JH: Do you think, Peter, that these kinds of approaches would lead you to try to look and see what kinds of schedules are controlling individuals who are depressed or psychotic? I mean, is it possible to take these kinds of conditions and try to see how they might be used to understand the therapeutic actions of drugs? Or do you think you’re in a different domain?

PD: I do not think I’m in a different domain, and I think that the systematic application of schedules in therapy could be an extremely important contribution to therapy in the future, or certainly, combined with drugs, there’s nothing incompatible about it, either. It’s a very difficult area. The really good people who ventured into this field have had enough success to make me quite comfortable that if there was a widespread systematic effort by a lot of able people that there would be contributions, that it would help a great deal in the handling of psychotic people, as well as non-psychotic people with behavioral disorders. I’m thinking, particularly, of Charlie Ferster and his work with autistic children. It really was amazing what he was able to get autistic children to do, purely by using schedule controlling methods. These children who did nothing except damage themselves would engage in activities that were entirely normal, entirely appropriate to the contingencies that he was imposing. I think one could do that in mental hospitals on a very extensive scale. I’m not sure what Travis Thompson is doing at the present time, but Travis is a very ingenuous sort of person. I think he might very well be making a contribution. But, I think, really, you need hundreds of people.

JH: The recyclability, especially, of the approach that you began, in terms of drug actions on behavior and analyzing them, do you see yourself – as most of do – as the father of the field?

PD: Well, no, there were other people interested.

JH: One thing about it, how did they influence you or you influence them, then?

PD: Well, what has had the most influence on me was my long collaboration with Moss down the years. We’ve talked backwards and forwards about everything under the sun. We worked, surprisingly little together in the sense of doing the same experiment and publishing jointly, almost none. But, the reciprocal influence has been just immeasurably valuable. I’ve been influenced by Travis Thompson, I would say, in later years and a lot of the things that he’s been doing. I’ve had good relations with Joe Brady, but I don’t think we’ve influenced one another very much. I mean, I think Joe’s got his own way and we’ve gone our own way. Those are the main people down the years.

I think, also, one way in which I may have influenced the field was sort of advantageous. At a federation meeting in the late fifties, I was approached by Howard Hunt and Lloyd Roth, both of whom I knew; they got me in a corner sort of at the back of a room and they said, “Lou Goodman says there should be more programs in behavioral pharmacology like that one at Harvard, and how about you coming to Chicago and starting one up?” And, I said, “Well, you know, I’ve got a program at Harvard and things are going well. If I move to Chicago, it’ll still be only one program. You’ve got resources at Chicago; you’ve got a pharmacologist, Lloyd Roth there. He’s interested. You’ve got Howard Hunt. He’s interested in the program. Get your staff to collaborate together and put on a program and see whether you can find good students.” And they went back, and the rest is history. From the very beginning, the very first students they got, fortunately, were very good students and they’ve had extremely profitable careers. So I feel as though I made a real contribution.

JH: Well, you made it into my life.

PD: I think I made a real contribution to double the number programs at that time. Lou Goodman was, also, a beneficial influence. Lou Goodman was a consultant to Smith, Kline & French (SK&F), as they were then called. There was a man called Len Cook at SK&F, who had the good fortune to apply the right test to chlorpromazine, one that showed it was an interesting drug. When Rhône-Poulenc tried to sell it, they tried to find an American company to take over the North American rights, and Merck Sharp & Dohme, and Lilly, all the major drug companies were approached, SK&F amongst them. Len Cook just did the right sort of test. It was, in fact, an opportune test, and he found that it was partly good luck involved, because he’d been studying SKF 525-A (ß-diethylaminoethyl diphenylpropylacetate hydrochloride), which was a drug that prolonged and intensified the effects of a variety of other agents by its metabolic effects. And, lo and behold, chlorpromazine did some of the same things as SKF 525-A, so he said, “This is interesting. Let’s look at it.” SK&F took the ride on chlorpromazine, and it was a very profitable move. They decided that they would go after other drugs of that kind. They gave Cook another position, essentially, and he recruited people for the next twenty years, maybe longer than that. 
JH: There were large numbers of people that came through….

PD: And, they came through and did very good work and published. That was when Lou Goodman was very influential. Charlie Ferster was, also, a consultant for SK&F and he said that Lou Goodman used to beat on the table and say, “You came in kind of spoiled.” There’s a pharmacologist called Jack Strominger, who is known as Mr. Biochemical Pharmacology. He is the man that discovered the mechanism of action of penicillin. He was a medical student at Yale when Lou Goodman was at Yale. And, then, there’s a paper in the literature on behavioral experiments done by Jack Strominger under Goodman’s direction.

JH: I didn’t know that.

PD: That must have been in the early fifties. He had an important influence.

JH: So, Peter, why don’t we just start closing, unless you have some other things you want to say. I am just curious about what you are doing now and what your future plans are.

PD: I’m doing the most difficult thing I’ve ever done in my life. I knew when I started it that it would be a most difficult thing, and it’s something I wouldn’t have attempted in years gone by. It’s been known that there are psychiatric problems amongst people with AIDS. At first, people were skeptical. They said, you know, you’d expect someone with a diagnosis like that to have psychiatric problems. At first, it was sort of dismissed, and then the pendulum swung, people started to find encephalopathies, and then they could see histological changes. The pendulum swung all the way;  a very large proportion of people having behavioral deficits, even when they have no other symptoms. So everybody got very concerned about it, because all these airline pilots and policemen, and all these people who didn’t know they had AIDS may have behavioral deficits. Well, where the matter rests now, as far as I’m concerned, is that people with no immunosuppressive symptoms don’t show any behavioral deficits, but amongst the people in the later stages, usually with immunodeficiencies, there are substantial proportions that have a devastating psychiatric illness. I believe it’s a relatively specific ailment; it’s a psychosis, really, and it’s got nothing to do with the psychological impact of the diagnosis. It’s a genuine psychosis. And in the simian immunodeficiency virus which is so much like the human immunodeficiency virus, you can certainly get the same sort of neurological lesions in rhesus monkeys that you get in humans, and it seems to me that there’s a good possibility that one could get psychotic monkeys as they develop their simian AIDS. So I’ve been following monkeys, in fact, with simian immunodeficiency virus, looking for behavioral changes. Now the importance of this is that HIV psychosis is a terrible thing and it makes the handling of the patients very difficult and it’s an important problem in its own right. But another reason that I think it’s an important line to pursue is that if it were possible to find a strain of virus that produces, say, psychosis in fifty percent, then one would have an experimental psychosis in a monkey to work with. You can’t study schizophrenia in a rhesus monkey, because even if it has the same incidence in monkeys that it does in humans, it’s a five percent lifetime incidence, something of that kind. You couldn’t study that number if you wanted to, but if you get a psychosis that occurred in fifty percent of monkeys and study it, study some of the psychotic phenomena, then, you may have the very beginning of a way of studying psychoses in primates other than humans.

JH: Sounds like a good wise question.

PD: Now, because of the protracted nature of the disease, it’s clearly a project that you could tell ahead of time, you’re going to put years and years of work in your publication. And that’s something that only somebody sort of at the end of his career can do these days. Indeed, I’ve studied it for about five years now, and I’m optimistic. I’ll say no more. I’m optimistic that it’s going to pay off, but it’s been a hard job to keep everything under control from week after week, month after month.

JH: Sounds like a really fascinating project, Peter. It really does. It would be wonderful to have a psychotic monkey.

PD: Wouldn’t it?

JH: On that terrible note, I guess we should end.

PD: Better than a psychotic monkey, a psychotic person.

JH: That was very nice, Peter.

* Peter B. Dews was born in Ossett, England in 1922, and earned his medical degree at the University of Leeds, England, in 1944. This was followed by a PhD in physiology from the University of Minnesota in 1951. After serving as a research associate at the Mayo Clinic in Rochester, Minnesota, in 1952, he became a member of the pharmacology department of Harvard Medical School and remained at Harvard for the rest of his career, becoming emerited in 1993.





